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Assessment of the factors that affect fast-track or early extubation following
pediatric cardiac surgery: Logistic regression in clinical studies

Pediatrik kalp cerrahisi sonrası fast-track veya erken ekstübasyonu etkileyen faktörlerin değerlendirilmesi: 
Klinik çalışmalarda lojistik regresyon
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In recent years, logistic regression, which is 
an extension of linear regression, is often used to 
investigate the independent effect of a variable on 
the binomial outcome (dependent or response) in 
medical research. The fact that it allows the use of 
both continuous and categorical variables allows 
logistic regression to be preferred. It also provides the 
ability to adjust for multiple predictors (independent 
or explanatory) and this makes logistic regression 
particularly useful for analysis of observational data, 
when adjustment is needed to reduce the potential 
bias resulting from differences in the groups 
compared.[1] The use of standard linear regression 
for a two-level outcome in scientific research leaves 
researchers with very unsatisfactory results. When 
linear regression is used, the outcome variability is 
the same for all values of the predictors. However, 
when the outcome variable has two categories, the 
assumption of constant variability does not work 
and, in this case, linear regression is insufficient. 
The logistic regression developed to fill this gap 
assumes a relationship between the predictor 
variable and the logit of the outcome. According 
to the outcome variable and the structure of the 
predictor, the researcher should decide which type 
of regression to use. For instance, when the predictor 
variable is continuous or categorical, different types 
of regression are used depending on the nature of 
the outcome variable. If the outcome variable is 
continuous, linear regression is used, but it is not 
easy to encounter a continuous outcome in practice. 

To illustrate, a researcher who is willing to find 
out the odds of having cardiovascular disease in a 
patient with a smoking habit is faced with a binary 
outcome, such as cardiovascular disease (present/
absent). At this time, it is not possible to use linear 
regression, as linearity, normality and continuity 
assumptions of linear regression are violated when 
the outcome variable is not continuous. This need, 
which is the starting point of logistic regression, is 
defined in different ways as binary, multinomial or 
ordinal, depending on the type of outcome variable. 
Binary logistic regression is used, when the outcome 
variable has two outcomes, such as (present/absent) 
or (dead/alive). However, the outcome variable (drug 
X, drug Y, drug Z) may have more than two 
categories. There is no order of importance for 
drugs in themselves and, in this case, multinomial 
logistic regression is preferred. However, if the 
outcome variable is ordered such as cancer stages 
(Stage I-II-III-IV), then ordinal logistic regression 
should be used. Examples of logistic regression are 
quite common in the literature.[2,3] As in all models, 
certain assumptions are made to fit the model to the 
data. Logistic regression does not assume a linear 
relationship between the dependent and independent 
variables, but between the logit of the outcome and 
the predictor values.[4] The outcome variable must 
be categorical; the predictor variables need not 
be interval; nor normally distributed, nor linearly 
related, nor of equal variance within each group, 
and finally, the categories (groups) must be mutually 
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exclusive and exhaustive. A case can only be in one 
group and every case must be a member of one of 
the groups.[5] If predictor variables are normally 
distributed and outcome has a linear relationship 
with the variable, the power of the analysis increases. 
With small sample sizes, the Hosmer-Lemeshow 
test has low power and is unlikely to detect subtle 
deviations from the logistic model. The Hosmer-
Lemeshow recommend sample sizes greater than 
400 and a minimum number of cases per predictor 
variable is 10.[6,7] 

Logistic regression used to estimate the 
probability (or risk) of a particular outcome, given 
the value(s) of the independent variable, assumes 
a linear relationship with the logit of the outcome 
(natural logarithm of odds). The logistic regression 
model is initially defined as the probability of 
a two-level result of interest. In the model, the 
probability of the event of interest is expressed, as the 
ratio of the probability of the event to the probability 
of its not happening. The logistic regression model 
takes the natural logarithm of the probabilities as 
a regression function of the estimators. If there is 
only one predictor in the model, it takes the form 
“ln[odds(Y=1)]=β0+β1X”. Herein, “Y” is the outcome 
variable and “Y” takes the value “1” when the event 
occurs and “0” when the event does not occur. “0” 
is also the cut-off term and represents the regression 
coefficient representing the change in the logarithm 
of the probabilities of the event with a 1-unit change 
in “X”. It is also possible to extend the model to 
the form containing more than one predictor, in 
which case the model becomes “ln[odds(Y=1)]=β0
+β1X1+β2X2+...+βkXk”. This equation is the general 
form of logistic regression and “k” is the number 
of predictors. The selection of predictors can be 
only achieved by a careful review of the literature 
in relation to the outcome to ensure that the full 
range of potential predictors is included.[8] The 
main goal of logistic regression is to estimate the 
“k+1” unknown parameters “β” in the equation. 
It is possible to estimate the “βs” coefficients 
in the model using the maximum likelihood or 
weighted least square methods. The fact that these 
coefficients, which show the relationship between 
“Xs” and logit of “Y”, take a value greater than “0” 
indicates an increase in logit of “Y”; a value less 
than “0” indicates a decrease in the logit of “Y” 
and a value of “0” indicates that there is no linear 
relationship between logit of “Y” and “Xs”. 

A model is created which includes all the 
predictor variables useful in logistic regression 

to accurately predict the outcome category for 
individual cases using the best model. It calculates 
the probability of success over the probability of 
failure and gives an odds ratio (OR) for the analysis 
results. While interpreting logistic regression, OR 
is also included in the interpretation to evaluate 
not only the regression coefficients, but also the 
relationships between outcome and predictors. 
When a predictor variable “Xi; i=1,2,…,k” 
increases by one unit “Xi+1”, which is referred to 
as the independent variable, the probabilities of the 
dependent variable, called the outcome variable, 
increase by the factor “exp(βi)”, while all other 
factors remain constant. This is called the OR and 
ranges from zero to positive infinity. It indicates the 
relative amount by which the odds of the outcome 
variable increase (OR>1) or decrease (OR<1) when 
the value of the corresponding predictor variable 
increases by one (1) unit. The OR is a measurement 
that finds wide use particularly in epidemiology. 
For instance, when “Y” indicates liver cancer status 
(have=1; have not=0), “X” indicates alcohol use 
status (using=1; not using=0); an OR calculated as 
“OR=3” means that the probability of liver cancer 
among alcohol users is three times as likely among 
non-alcoholics in any given population.

The validity of the model obtained with the help 
of selected variables should be checked by evaluating 
the goodness-of-fit of the logistic regression model. 
First, the overall evaluation of the model is made 
by examining the relationship between all predictor 
variables in the model and the outcome variable. 
For this purpose, evaluation is made by comparing 
the compatibility of two models with and without 
predictor variables. If the predictor variable model 
shows an improvement over the predictor variable 
model, it is stated that it fits the data better. For this 
purpose, the “H0: β1=β2=...=βk=0” hypothesis is 
tested by using “likelihood ratio test” for the general 
fit of the model. If the “p” value for the general 
model fit statistic is lower than the significance 
level of the test (“p<0.05”), the “H0” hypothesis is 
rejected and at least one of the predictor variables is 
speculated to contribute to the prediction of outcome. 
The Hosmer-Lemeshow test, another indicator of 
good overall model fit, is used to examine whether 
the observed proportions of events are similar 
to the predicted probabilities of occurrence in 
subgroups of the model population. The Hosmer-
Lemeshow test statistic asymptotically follows a 
“χ2” distribution and small values (with large 
p-value closer to 1) indicate a good fit to the data, 
thus, good overall model fit. On the other hand, large 
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values (with p<0.05) indicate a poor fit to the data. 
If the general model obtained in logistic regression 
works well, the second step is how important each 
of the predictor variables is. The “Wald test” of the 
logistic regression coefficients for each predictor 
is performed and their contribution to the model 
is evaluated. For each model coefficient, the null 
hypothesis that the coefficient is zero is tested against 
the alternative that the coefficient is not zero using 
a “Wald test”. The Wald statistic is asymptotically 
distributed as a “χ2” distribution and each Wald 
statistic is compared with a “χ2” critical value 
with degrees of freedom “1”. If the H0 hypothesis 
is rejected, it is stated that the contribution of the 
coefficient to the model is statistically significant. 
The classification table, which should be prepared in 
the third step, is a method to evaluate the predictive 
accuracy of the logistic regression model.[9] In the 
2¥2 classification table, the observed values for the 
outcome and the predicted values are cross-classified. 
The classification table, which should be prepared 
in the third step, is a method to evaluate the 
predictive accuracy of the logistic regression model. 
In the generated classification table, the number of 
observations in cells a, b, c and d, respectively, is 
expected to be high in cells a and d, and very few 
in cells b and c. High sensitivity and specificity 
calculated with the help of medical diagnostic test 
indicate better fit to the model. While specifying 
a single cut-off point using the 2¥2 classification 
table, by extending this table, all possible cut-off 
points in the range 0-1 can be observed. Plotting 
the pairs of sensitivity and one minus specificity 
on a scatter plot provides a Receiver Operating 
Characteristic (ROC) curve. The area under this 
curve (AUC) provides an overall measure of fit of 
the model.[10] The larger the AUC, the greater the 
predictability, which is an indicator of the success 
of the model.

In this study, factors affecting fast-attack 
and early extubation were evaluated with the 

help of multivariate logistic regression analysis. 
While outcome was variable (fast-track or early 
extubation) in the established multivariate model, 
age, body weight, presence of genetic syndrome, 
operational risk category and procedure time 
variables were found to be statistically significant 
as predictor variables. As a result of the analysis, 
fast-attack and early extubation can be successfully 
applied with low reintubation rates in selected 
cases with congenital heart surgery. Age over 
30 days, less complex procedures (RACSH-1<4), 
absence of genetic syndrome, shorter duration of 
cardiopulmonary bypass and lower vasoactive-
inotropic score (<8) may predict rapid follow-up 
and early extubation.
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